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Abstract—The information conveyed via the social media, in 

addition to the content data, also contains social characteristics 
that come from the social network users. A special interesting 
data category concerns the data that come from the natural 
language present in the social media mainly in the form of video. 
Our study focuses on the speech content of the videos in the form 
of transcript and the opinion of the social network users that 
have watched them. The representation of content data is made 
through a vector space model that uses cosine similarity measure 
for the relevant ranking of the transcripts. In order for the 
ranking to be more comprehensive we suggest the addition of a 
new parameter that of social weight during the procedure, which 
will reflect the users’ opinion. There is an analytic presentation of 
the method being suggested; all the possible cases are being 
examined and the rules that define the new ranking are put 
forward. Furthermore, we apply this method to video lectures 
derived from YouTube. The findings of the experiments show 
that the addition of the social weight parameter reflects the users’ 
views without changing to great extent the content based ranking 
of the video lectures. Finally, a user evaluation experiment was 
carried out and showed that the ranking procedure that includes 
the social weight parameter is closer to the users’ ranking 
preferences.  

Keywords—cosine similarity; social media; educational video; 
ranking; mean average precision 

I.  INTRODUCTION  
The search for information through the Internet constitutes 

an object of continuous research by many research 
communities since the nature of the Internet is dynamic [3]. 
The piece of information nowadays spreads rapidly from the 
moment it is being uploaded via the social networks. Both the 
information content and its social presence in the network are 
two characteristics that are of special interest in the process of 
searching. On the one hand, it is the content of the data that the 
network user looks for and on the other hand, it is the users’ 
view related to this data which gives it an additional qualitative 
value. In the present study, we propose a merging of the 
content and social characteristics when searching for 
information and we study this merging in real data.  

The types of data published in the social networks vary. 
The data that come from the human natural language 
constitutes a special data category since it can be represented 
either as speech or as written text [9]. In our experiments we 

used data from the YouTube, which constitutes the largest 
provider of the human natural language data and at the same 
time it is the largest social video content network [22]. More 
specifically, we chose to study educational video lectures 
among numerous theme units. Through YouTube API, it is 
possible for us to extract both the speech content of the videos 
as text (transcripts), which represents the natural language, and 
the social characteristics such as the number of likes and 
dislikes of the users that watched them [17]. 

We also chose to rank the search findings based on the 
content, that is, the transcript of the natural language of the 
speaker. Thus, we suggest the application of the vector space 
model [20] that represents the words of the transcript as a 
vector and can be used for relevancy ranking [7]. Each word 
corresponds to one dimension of the vector and its value is 
estimated by the tf-idf weighting scheme [18]. More 
specifically, the vector space model uses cosine similarity as a 
ranking measure, which estimates the similarity of two vectors 
as a cosine of the angle between them [15]. Cosine similarity is 
a popular method, suitable to be applied to high-dimensional 
text data [24] [2] [12], such as the transcripts of video lectures. 

As for our next innovation, i.e. the addition of the social 
weight value to each video, we chose the likes and the dislikes 
of each video for this purpose [16]. More analytically, we 
chose the formula like/(likes+dislikes), since it can describe 
how likable a video lecture is. The likes and dislikes are actions 
realized only by registered users, who are more possible to 
characterize a video after they have watched it. It should be 
stressed, though, that through their use it is obvious how 
dynamic the social media are, since the number of likes and 
dislikes change dynamically the users’ preferences. We want 
the social weight parameter to function positively on the video 
lectures under examination and to add value to them. Any 
video lecture a) with only dislikes or without any like or b) 
without any like or dislike is not given any additional value 
besides the one it has from its content.  

With our aforementioned choice we avoid the problem 
which would be created if the number of views was used as 
social weight, since the number of the viewers of a video is 
being recorded without knowing if they liked it or not. If, on 
the other hand, we chose the comments on the videos as social 
weight we would face two problems: the first one would be the 
complicated and time consuming procedure required in order to 
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characterize the users’ opinion [14] [6] and the second would 
concern the ability to comment the video lecture, which could 
be deactivated by the creator and, thus, we would have no 
relevant comments. 

A user evaluation procedure was necessary so as to 
compare the ranking of the videos suggested by the users to the 
content based ranking and the content and social based ranking 
that is created by adding the social weight. This comparison is 
possible through mean average precision measure [25], which 
has been shown to have especially good discrimination and 
stability [28]. Furthermore, through the user evaluation 
procedure we can record the qualitative features that are related 
to the uses’ choice concerning video ranking. Thus, it is 
possible to have a complete picture of the way the users use the 
most appropriate educational videos. 

Taking, thus, all the above into consideration, in the first 
part of the paper, we present works related to our study, while 
in the second part we provide a theoretical analysis of the 
ranking algorithm we suggest. More specifically, we study all 
the possible cases of content similarity and social weight that 
take part in our ranking proposal. In the next part, we apply the 
algorithm to real data. More analytically, we present the 
methodology of the experiment on real data from YouTube and 
we present the findings which are then being discussed. 
Furthermore, a part of user evaluation is included in our paper 
that compares the users’ preferences in ranking to the ones of 
our proposal. In the end, we present the conclusions extracted 
from our study.  

II. RELATED WORK 
Document ranking based on the use of the content 

similarity has been the object of study in many surveys of the 
past [1] [13] and it still is in newer studies, which have retained 
the basis of the cosine similarity technique and have applied it 
both in surveys relevant to clustering [19] and to ones relevant 
to semantic similarity [4]. Furthermore, the introduction of the 
social media in education [8] [5] has led the researchers to the 
suggestion of frameworks that aimed to the combination of 
data’s content and the respective opinions of the users for the 
search and ranking of data. Some of the studies that led us to 
the creation of our own proposal are presented below. 

The early research [26] constitutes one of the first attempts 
which uses the vector space model for the representation of the 
content of a multimedia database. The users of the database 
provide weight for positive examples. The aim is for the 
searches to have as similar results as possible. Our research 
moves a step further, since we apply the whole process to the 
largest video database in the world, i.e. YouTube. Thus ,we 
have a more objective system by adding the opinion of the 
YouTube registered users since it is not limited to one or few 
users but to the whole social network community. 

A more recent study [27] aims at the ranking of the web 
content by combining the content- similarity with the users-
similarity. The suggested user-similarity parameter is based on 
previous results of a query i.e. if a user uses the same query as 
the previous users the results they will get will be similar to the 
ones the previous users chose. Although there is a recording of 
the visits of the web data, there is no recording of the user’s 

opinion on it, a parameter taken into consideration in our 
research. 

Another study [31] uses a social-textual approach to search 
the most suitable for the user information in the web. The 
social part is based on parameters derived from the friends of 
the user in a social network. Those parameters are focused 
within the social network and the users’ connection to it is 
required in order to proceed with the search. Our approach is 
released from this commitment and applies to all users 
regardless of whether they are enrolled in social networks or 
not. 

Finally, research [29] suggests a new ranking framework 
which adds the basic tf-idf score based on metadata and a social 
score which is the similarity between the user that searches for 
a video and the user that owns the video. The choice of these 
two parameters is present in our research, as well. We, 
however, give emphasis on the content of natural language of 
the video and not on the metadata and we also suggest that the 
users’ opinions should be taken into consideration since it is a 
qualitative parameter, as we mentioned before. 

The status of this content/external-parameters (social 
parameters and others) interface has been studied in the 
literature, as is described in this section. Studies taking into 
account this combination report in general a positive impact of 
these parameters on the content ranking performance. 

III. CONTENT AND SOCIAL APPROACH  
The first part of our ranking scheme is implemented using 

the transcripts of the video lectures, as vectors. More 
specifically, we estimated the content similarity, using the 
cosine similarity measure between the transcripts of the video 
lectures and a search query. Following this methodology we 
find the similarity value of every video lecture in relation to the 
query search and we have a first ranking. The formula below 
describes the similarity value (s), with d as the vector of the 
words of the video’s transcript and q as the vector of the words 
of the search query. V parameter shows the dimension of the 
vector space.  
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The suggested social-content similarity (scs) which takes 

into consideration the users opinions on the video lecture, 
hereafter social weight (sw) which equals to the formula 
likes/(likes+dislikes) gives social value to the video lecture at a 
specific time. The social-content similarity formula in its final 
form is as follows: 
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The s parameter takes values from 0 to 1, since we study 

only the video transcripts that are related, so the angle between 
the vectors d and q is between 0 and 90 degrees. The sw 
parameter takes values from 0 to 1, as well, since the number 
of likes cannot exceed the total number of likes and dislikes. 
Finally, in order for the additional values of the sw to the s to 



be obvious, we multiply it with (1+sw), increasing, thus, the scs 
value area and takes values from 0 to 2. 

In the second part we analyze the social-content similarity 
outcomes of all the content similarity (using the cosine 
similarity measure) and social weight cases that can be 
observed. Thus, we examine the ranking between two 
transcript vectors of video lectures (d1 and d2) based on a 
particular query vector (q) calculating the cosine similarity 
measure and how this ranking order changes adding the social 
weight parameter for each one of the videos. The cases under 
examination are as follows.  

A. Equal cosine similarity 
Cases where the two initial cosine similarity values are 

equal: cos(�1)=cos(�2), i.e. �1=�2, are described analytically 
below.  

1) Case s1=s2 and sw1=sw2 
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We find out that in this case there is no change in the 

ranking of the videos under examination.  

2) Case s1=s2 and sw1>sw2 
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We find out that in this case there is a change in the ranking 

of the videos under examination i.e. the one with the highest 
value of social weight takes a higher ranking position.  

3) Case s1=s2 and sw1<sw2 
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We find out that in this case there is a change in the ranking 
of the videos under examination i.e. the one with the highest 
value of social weight takes a higher ranking position. 

B. Unequal Cosine Similarity  
Cases where the two initial cosine similarity values are not 

equal: cos(�1)>cos(�2), i.e �1<�2, are described below.  

1) Case s1>s2 and sw1=sw2: 
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212211

)4(

21 )1()1( scsscsswsswsss >�+>+�>  
We find out that in this case there is no change in the 

ranking of videos under examination.  

2) Case s1>s2 and sw1>sw2: 

2121 11 swswswsw +>+�>  (5) 
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We find out that in this case there is no change in the 

ranking of videos under examination.  

3) Case s1>s2 and sw1<sw2: 

In this case the scs has a different outcome, as it is shown in 
graphs in Fig. 1, Fig. 2 and Fig. 3, of the formula scs=s(1+sw) 
of the values under examination. So, sometimes there is a 
change and some others there is not in the ranking of the 
videos. We analyse below when these changes occur and in 
what conditions. 

 

Fig. 1. Case where scs1 is greater than scs2. 

 

Fig. 2. Case where scs2 is greater than scs1. 



 

Fig. 3. Case where scs1 is equal to scs2. 

a) In the case of scs1>scs2: 
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The scs1>scs2 is valid when the above equation is valid for 

the values of s1, sw1 and s2, sw2 of the two videos under 
examination. We find that in this case there is no change in the 
ranking of the videos.  

b) In the case of scs1<scs2: 
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The scs1<scs2 is valid when the above equation is valid for 
the values of s1, sw1 and s2, sw2 of the two videos under 
examination. We find that in this case there is a change in the 
ranking of the videos.  

c) In the case of scs1=scs2: 
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The scs1=scs2 is valid when the above equation is valid for 

the values of s1, sw1 and s2, sw2 of the two videos under 
examination. We find that in this case there is a change in the 
ranking of the videos and more specifically their difference 
decreases and as a result they have the same ranking position. 
In this case, we suggest that the initial ranking be kept. So d1 
vector should be ranked before d2 since s1>s2. 

IV. REAL DATA EXPERIMENTS 
Next we conduct experiments on real data. In this way, we 

can study our proposal for the addition of the social weight 
parameter to the content similarity in order to find out from the 

results if there are changes in the ranking and to what extent 
these are represented in the above theoretical framework. 

A. Data 
Our data were video lectures collected from YouTube. 

Searching through the category of Education of YouTube by 
inserting 40 unique keywords from different scientific fields as 
shown in Table I, 20.830 video lectures were collected among 
which 1.116 (5.4%) had English transcript. The number of the 
videos that we study is quite large considering that the majority 
of the YouTube videos does not have transcripts that are 
necessary for our research. From each video we collected the 
transcript as well as the numbers of likes and dislikes using the 
YouTube API v2.  

TABLE I.  KEYWORDS 

Keywords 

computer science data mining machine learning biology 

medicine web c++ statistics 

theory art php social 

physics health java analysis 

space class network geography 

human programming public mathematics 

teaching economics ted internet 

philosophy financial comptia laboratory 

chemistry learn algorithms experiment 

database lecture biology energy 

B. Methodology 
Initially, we clustered all the transcripts based on the tf-idf 

schema for the word vector creation. All the transcripts are 
processed in Rapidminer v5.3 [10] [11] according to the 
following procedures in order to keep the most valuable unique 
words of each transcript:  

• Tokenize (non letters). This procedure splits the texts of 
a transcript into a series of single word tokens. 

• Filter Stopwords. It filters words that do not really add 
meaning to the transcript, such as the words a, and, the, 
of, etc. 

• Stem English words (Porter algorithm). Porter 
algorithm removes the most common morphological 
and inflexional endings from English words [23].  

• Transform cases. This operator transforms all characters 
to lower case. 

We used K-means where � equals 40, which is the number 
of entries (keywords) used initially as search queries to collect 
our data from YouTube, and cosine similarity measure in order 
to calculate the distance between the objects in our clustering 
procedure. We chose K-means because it is a simple and 
flexible algorithm that is easy to understand and explains the 
clustering outcome [21]. The choice of cosine similarity 



measure, as we mentioned in the beginning of this paper, is a 
suitable technique to be applied to high-dimensional text data, 
such as the transcripts of video lectures. 

In every cluster we add a query as a text document and 
follow the “Data to Similarity” procedure in Rapidminer. What 
we will get as a result is a table with values from all the pair 
combinations of transcripts (documents) including the query 
based on cosine similarity. We keep the content similarity 
values of those pairs and by ranking them we can see the 
similarity rank of the transcripts in relation to the search query.  

Then we add social weight which corresponds to every 
video lecture and we re-rank them. The new ranking has this 
time a social character and we can study the differences 
between the previous and the new one, moreover, we can 
examine the theoretical cases that appear according to the first 
part of our study.  

C. Experimental procedure 
Forty clusters were created, which on average contain 29 

video lectures each. In Fig.4 below, we can observe the 
distribution of videos per cluster in ascending order. 
Furthermore, in Fig. 5 we present boxplots of the likes, dislikes 
and the social weight of the total values of the video lectures. 
From the boxplots we find out that the number of likes is 
higher than the number of dislikes on the video lectures since 
the majority of the social weight values is on average equal to 
0.96. Moreover, there are some extreme cases where there is no 
like but there are dislikes. Cases, however, where there are only 
likes on a video lecture are more frequent (13%).  

When we added social weight we observed some changes 
in the ranking of the video lectures compared to the ranking 
estimated only with the cosine similarity. In Fig. 6 below, we 
present how the ranking sequence changes.  

We find out that the ranking of a great 43% of the video 
lectures has not changed. But 57% of the video lectures under 
examination have changed, which shows the dynamics that 
social weight has on the ranking of the results. In most cases a 
41% of social weight had a positive effect on the video lectures 
while only in 16% of the cases the video lectures went down to 
a lower position in the ranking. This means that the addition of 
social weight can give different results from the ones we get 
when we simply use cosine similarity. Thus, the social network 
users have the opportunity to play a major role in this change 
by simply pressing the like or dislike button on the video 
lecture they watched.  

More analytically, the changes in the ranking are shown in 
Fig. 7. As we can see, the changes in the ranking of the video 
lectures are usually 1 to 4 positions up or down, which covers 
about 81.74% of the video lectures that have changed order. 
There is the case, however, where a video lecture has gone 
down 23 positions. In this case we find out that the sw=0 and 
more specifically there is 1 dislike and no likes, The average 
sw, as we mentioned, is quite high 0.96 which means that the 
extreme cases where the sw is quite low are very few and 
cannot give any social value to them so as to change their 
position in the ranking of the video lectures.  

 

Fig. 4. Distribution of videos per cluster. 

 

Fig. 5.  Boxplot of Likes, Dislikes and Social Weight. 

 

Fig. 6. Distribution of changes in the ranking sequence. 



 

Fig. 7. Distribution of the number of changed positions. 

TABLE II.  ALL THE POSSIBLE CASES WHEN S1>S2 

Case Percent of Appearance 

s1>s2 and sw1=sw2 9% 

s1>s2 and sw1>sw2 47% 

s1>s2 and sw1<sw2 44% 

 

Fig. 8. Video duration. 

D. Statistics 
Finally, we present a statistic analysis which concerns the 

appearance of the theoretical cases in the experimental 
procedure. In our experiment we did not record any similar s, 
which means that the first theoretical case s1=s2 did not appear. 
We have, however, recorded similar sw and specifically in the 
case of sw=1, which seems to concern video lectures that have 
only likes and constitute the 16.28% of the total sw. All the 

cases of our experiment follow the second part of our 
theoretical approach. The percentage of appearance of each 
cases is presented in Table II.  

The cases where the sw1=sw2 are only 9%, whereas the 
cases where the sw1>sw2 are only 3% more that the cases 
where sw1<sw2. The second part of the theoretical analysis 
(subsection III.B) that we present covers all the cases of the 
experiment we conducted, confirming, thus, the number of the 
possible cases that can occur with the addition of the social 
weight. 

E. Results  
The conclusions that we reach by applying our proposal to 

real data are really interesting. First of all, as far as the change 
of ranking is concerned, we find out that there is a change in 
57% of the video lectures and 87% of them either go up or go 
down by 1 to 4 positions. That is, the change in the rank does 
not usually cause changes in the search results. More 
specifically, the neighboring video lectures after the first 
ranking with the content similarity do not differ much in score, 
so their change by 1 to 4 positions after the addition of the 
social weight parameter does not have a negative effect on the 
initial result. On the contrary, the ranking is made based on the 
opinion of the YouTube users on similar video lectures. As we 
observed during the experimental procedure the extreme cases 
of sw affect the order of ranking in a negative way. This means 
that we can find a relevant video lecture at a lower position. 
The opposite however, does not seem to happen. That is, a 
video lecture that was initially ranked with a low score cannot 
go up by many positions with the addition of sw.  

What is also interesting is the confirmation of the cases of 
the model we suggested. The case where we would have two 
transcripts with the same content similarity (subsection III.A) 
in relation to the same query did not appear in our experimental 
procedure. However, all the other cases, as we described in the 
second part of our theoretical analysis (subsection III.B) did 
appear. The new ranking order of the video lectures, as was 
presented in the third case of subsection III.B (s1>s2 and 
sw1<sw2), depend both on their own social weight and on the 
social weight of the neighboring video lectures for the 
corresponding content similarity values of the specific search 
query under examination.  

V. USER EVALUATION 
In this part of the paper we present the ranking of the 

videos as it was suggested by the users and we compare the 
results to the ones of the content similarity method which uses 
the cosine similarity measure, and the ones of the social-
content similarity method suggested in our paper. More 
analytically, we describe the collection of users’ data the 
methodology we followed and we analyze the results both 
quantitatively and qualitatively. 

A. Data 
The data were collected from fifteen users-rankers who 

belong to different age groups and have different interests. We 
used online questionnaires which contained six videos from the 
keyword “database” clusters. We chose to study six videos 



because that is the number of videos that appear on the users’ 
screen after a search in YouTube and before they scroll down. 
The total duration of the videos was 77 minutes and the 
duration of each of the six videos appears in Fig. 8.  

B. Methodology 
The videos were presented to each ranker in a random 

order. Each user had to rank the videos in the order they would 
like them to be presented after a possible search of the word 
“database” on the YouTube. Furthermore, they were asked if 
they watched the whole videos or stopped watching them at 
some point and which type of video they preferred. They were 
also asked to describe both the positive and the negative 
features each video had, in their opinion, which helped to rank 
them. Finally, there was an interview with five of the rankers 
[30] which aimed at recording their attitude towards the videos 
they liked the most or not at all. 

Our research question is to find out which of the two 
aforementioned ranking methods is closer to the users’ ranking. 
We assume, thus, that every user’s ranking is correct. We 
compare the ranking of every ranker to the content similarity 
video ranking and the social-content similarity video ranking 
respectively. We chose to use the Mean Average Precision 
(MAP) measure for this quantitative comparison. 

MAP provides a single-figure measure of quality across 
recall levels [28]. The MAP’s score in the case of the content 
similarity and social-content similarity rankings is defined as 
the mean of average precisions of all the correctly ranked 
videos based on the users’ choice. Average precision for each 
case is defined as the mean of the precision at six values 
computed after each video is ranked in the right position. 

C. Experiment 
The suggested ranking of the six videos by each one of the 

fifteen users-rankers is presented in Table IV. Numbers 1 to 6 
correspond to the six videos under examination. Table III 
presents the ranking based on the content similarity and the 
social-content similarity methods for the same videos. We 
observe that the two methods differ in the ranking only in the 
fourth and fifth position of the videos  

Table IV shows that only user4 ranked the video number 4 
above the video number 5, while the rest fourteen users ranked 
the video number 5 above the video number 4. Five out of 
these fourteen users have ranked those two videos exactly as 
they are ranked by the social-content similarity method. 
Moreover, all users preferred video 2 to video 1 in their 
ranking, which both the content similarity and the social-
content similarity methods failed to rank in this order. 

The MAP between each ranker and the content similarity 
and social-content similarity methods is shown in Table V 
below. We notice that the social-content similarity method is 
most of the times close to the users’ ranking at satisfying 
percentages, considering that we have to measure human 
behavior. Thus, the social-content similarity method predicts 
the users preference by 27.39% while the content similarity by 
19.23%.  

As for the fourth and fifth position in the case of content 
similarity video number 4 and number 5 have been ranked as 
fourth and fifth respectively, however, none of the users ranked 
them so. In the case of social-content similarity in the fourth 
and fifth position videos number 5 and number 4 have been 
ranked respectively. In this case there are five rankers (user1, 
user2, user3, user13, user14) that made this ranking with an 
average percentage in the MAP measure that reaches 52.5%.  

D. Results 
From the quantitative outcomes of the experiments it is 

obvious that the social-content similarity method is more 
successful concerning the prediction of the correct ranking of 
the videos as regards the users’ choice by 8.11%, compared to 
the content similarity method. The difference is statistically 
significant taking into account that the data comes from human 
actions [32]. Moreover, there are also qualitative features that 
were extracted both from the open-type questions that the users 
answered regarding the video ranking and personal interviews.  

TABLE III.  RANKING ORDER BASED ON SIMILARITY METHODS 

 
Ranking Order 

1st 2nd 3rd 4th 5th 6th 

Content Similarity 1 2 3 4 5 6 

Social-Content Similarity 1 2 3 5 4 6 

TABLE IV.  USERS RANKING ORDER 

 
Ranking Order 

1st 2nd 3rd 4th 5th 6th 

user1 2 1 3 5 4 6 

user2 2 1 3 5 4 6 

user3 2 1 3 5 4 6 

user4 2 1 4 3 5 6 

user5 2 1 3 5 6 4 

user6 2 1 5 3 4 6 

user7 2 1 5 6 4 3 

user8 2 1 5 3 4 6 

user9 2 1 5 3 6 4 

user10 2 1 5 3 6 4 

user11 2 1 5 3 6 4 

user12 2 1 5 4 3 6 

user13 2 1 3 5 4 6 

user14 2 1 3 5 4 6 

user15 2 1 5 3 6 4 



TABLE V.  MEAN AVERGAGE PRECISION 

 

Mean Average Precision 

Content 
Similarity 

Social-Content 
Similarity 

user1 33.33% 52.50% 

user2 33.33% 52.50% 

user3 33.33% 52.50% 

user4 26.67% 16.67% 

user5 33.33% 41.67% 

user6 16.67% 26.67% 

user7 0.00% 20.00% 

user8 16.67% 26.67% 

user9 0.00% 0.00% 

user10 0.00% 0.00% 

user11 0.00% 0.00% 

user12 29.17% 16.67% 

user13 33.33% 52.50% 

user14 33.33% 52.50% 

user15 0.00% 0.00% 

From the open type questions we find out that the videos 
were chosen by the users based on their simplicity, 
understating and directness of the speaker. On the other hand, 
they did not choose the videos that contained tiring details and 
the speaker was cold, in the opinion of each user. This shows 
that the content of a video plays a major role in its ranking. 
Furthermore, from the personal interviews we find out that the 
users choose to press the “like” option in a YouTube video 
more easily when the like it without having second thoughts. 
On the other hand, they would choose to press the “dislike” 
option more hesitantly and only in cases where the title of the 
video would be irrelevant to its content, or it would be a waste 
of time for someone to watch it. Most of the users that are not 
satisfied with a video just simply stop watching it. Thus, we 
understand that the positive opinion (likes) of the users as a 
measure is far more reliable that the corresponding dislikes, 
which reinforces the social weight formula we suggested 
likes/(likes+dislikes), having emphasized the positive opinions 
of the users. 

VI. CONCLUSION 
The ranking of information in the social media for data that 

come from natural language constituted the research fields of 
the present study. The representation of the natural language in 
transcripts helped us to use a vector space model approach. Our 
proposal to add the social weight parameter that measures the 
popularity of each piece of information was presented both in 
theoretical terms, where there was a thorough analysis and in 
practical terms by conducting experiments on real data derived 
from YouTube.  

The theoretical analysis of our proposal was based on the 
content and the social presentation of the transcripts of the 
video lectures. The combination of these two factors define 
when there is a change in the ranking or not in relation to the 
simple ranking that exclusively concerns the content and is 
made using the cosine similarity. The dynamics of social 
weight that is added can reverse the initial ranking, can 
maintain it or reinforce it. The whole procedure affects the final 
score of each video under examination in a positive way and 
the race to the top of the ranking is continual and dynamic, 
since it is defined by the users’ acts. Thus, the order of ranking 
can change depending on the users’ preferences. 

The experiment on real data showed interesting results. One 
of these is the fact that the majority of the changes in position 
does not affect the new ranking to such a degree that it would 
bring a less relevant to the content video lecture to the top 
positions, irrespectively of how high its social weight is. What 
is also interesting is that a low social weight can cause a video 
lecture to go down to a much lower position, which indicates 
the effect of the users’ opinions, even on video lectures that are 
at the top positions based on their content relevance. Thus, the 
final ranking will contain the video lectures with the most 
relevant content and the most favorable views on the part of the 
users.  

The user evaluation experiment confirmed that the social-
content similarity method is more reliable than content 
similarity method, with a percentage that reaches 52.5% that 
the videos will be ranked in the same order as they will be 
ranked by the users. It is also confirmed that the content of 
video is considered to be more important than other 
characteristics. Furthermore, it was found out that the users 
express their positive opinion (like) for the videos more easily 
than their negative opinion (dislike). Thus, the choice of using 
the social content similarity method in the ranking of videos 
from social media is reinforced. 

From all the above, it is suggested that the addition of this 
special social weight parameter to the ranking based on the 
content (in our case the natural language transcript) constitutes 
an appropriate technique for the utilization of the users’ 
opinions on the content they have watched. We suggest further 
research be conducted in other types of information and more 
social networks separately or in combinations be utilized since 
each of them have its special characteristics.  
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